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1 Introduction

Treating separate network resources as one and sharing it among users is a technique in-
herent to the Internet. This scheme, often called the Resource Pooling Principle [1], can
be observed at several aspects of today’s networks. Examples of this principle include mul-
tipath routing, multihoming, Ethernet Link Aggregation Groups, load balancing between
application level servers (such as web-servers or database servers), load balancing in Traffic
Engineering. Content Delivery Networks are also a form of resource pooling, just as cloud
storage and cloud computing. To realize these services, data centers are being installed
rapidly, often utilizing parallel paths, which are, in many of the cases, asymmetric in ca-
pacity [2]. Furthermore, several new concepts, such as network virtualization and Software
Defined Networking (SDN) appeared in the recent years, which also take advantage of the
pooling principle in order to optimally exploit the network resources.

This list is far from being comprehensive, yet it shows the versatility of scenarios where
resources are pooled. There are several reasons to do so. First, its inherent redundancy in-
creases the robustness against component failures. Second, by dynamically allocating more
resources for a temporal peak usage higher level services can be offered on the same in-
frastructure, utilizing statistical multiplexing. Third, having a greater freedom to couple
demands and resources more efficient network utilization can be achieved along with a
more scalable service.

The implementation of resource pooling, however, is challenging as the load balancers
can often split the incoming demands only roughly equally amongst the resources. As an
illustration, a load balancer between two web-servers typically splits the incoming requests
in half, which heavily hinders the overall performance if one of the back-end servers are for
instance twice as powerful as the other. Likewise, in routing protocols such as OSPF [3] or
IS-IS [4] Equal-Cost Multipath (ECMP) is used to distribute the traffic over the shortest
paths with the same cost1. ECMP, however, is only able to split traffic between these paths
uniformly, even if they have different capacities, which poses a giant barrier when aspiring
to an optimal Traffic Engineering [2, 5, 6, 7].

There are several existing proposals which target to improve specific cases of this issue.
Weighted Cost Multipathing (WCMP, [2]), for example, aims unequal traffic splitting at
data centers. It assumes SDN-capable switches, and operates by replicating rule table en-
tries. Niagara [6] is another SDN-based proposal, which provides flexible traffic splitting
between load balancers by building SDN rules based on the last bits of the source address.
Fibbing [8] is another interesting architecture, which promises centralized control over dis-
tributed routing, without SDN. It works by effectively “lying” to OSPF, advertising fake
nodes and links through standard routing-protocol messages. A recent application of Fib-
bing directly targets load-balancing [9]. These proposals, however, are more or less coupled
to a single field of application and they either require a currently not widely deployed tech-
nology (i.e., SDN), or, in the case of Fibbing, would introduce a new level of abstraction,
which it is yet unclear if operators are willing to cope with.

As a solution, I introduce a technique called Virtual Resource Allocation (VRA) to re-
alize optimal resource pooling over legacy equal-split load balancing schemes. The basic

1or same length, which is identical in this case
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Figure 1: A triangular network. Demand: A→ C : 30

idea of VRA is to virtually multiply the available parallel resources so that the load bal-
ancing system sees a greater number than what actually exists. The virtual resources are
then grouped and assigned to the physical ones, thereby tricking the legacy equal splitting
technology into approximating the required non-equal load division over the existing media.

To continue the previous example, one can install two virtual machines on the more
powerful web-server and present them, along with the unmodified less powerful server, to
the load balancer. It then sees three servers, and by realizing equal split between them the
higher capacity one will eventually end up with 2/3 part of the total load, as desired.

The following example for the Virtual Resource Allocation concept is from the topic of
Traffic Engineering. Consider the triangular network shown in Fig. 1(a). Suppose we would
like to transfer 30 units of traffic from A to C without overutilizing any of the links. Using
stock OSPF would allow us to set the link weights2, thereby we could easily create two equal
cost shortest paths (i.e. paths with minimal total cost/weight): A− B − C and A− C, by
using for example the weights shown in Fig. 1(b). On the other hand, OSPF ECMP only
allows splitting the traffic equally between the shortest paths implying a 150% load on links
A− B and B − C.

If, however, we could set up a virtual link on top of the existing link A−C and expose
it to OSPF (see Fig. 1(c)), it would happily split the traffic in three, sending one third on
path A − B − C and the rest on physical link A − C (Fig. 1(d)). Naturally, installing a
virtual link over physical link A − C does not change its capacity, it only enables OSPF
ECMP to use its full potential. The link weights would also remain unchanged, and the
new virtual link would have the same weight as the respective physical one. By this simple
administrative intervention we can route the traffic through this network without exceeding
the link capacities.

One advantage of my VRA proposition is that it is incrementally deployable, since it is
perfectly fine to set up virtual resources only at a subset of the network nodes. Moreover,
unlike most other proposals, VRA is fully compatible with existing hardware or software
components in the network. Finally, VRA is extremely efficient, as my numerical results
indicate that by adding only a small set of virtual resources the ideal traffic split ratio can
be very well approximated, resulting in substantial performance gain.

2Link weights are also often called link costs, link metrics or SPF (Shortest Path First) metrics. I will
use these terms interchangeably.
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2 Research Goals

Throughout this work Traffic Engineering (TE) in IP networks [10] is used to describe the
VRA proposal. The idea is to set up virtual links alongside the existing ones and present
them to OSPF so that near-optimal TE can be achieved without any hardware or software
modification on the network infrastructure. Let me emphasize, however, that TE is just a
descriptive example application of the VRA concept, and its possible fields of usage are
much broader. To name one other use case, in certain SDN-based scenarios VRA can be
used for rule table optimization.

There are several general approaches to provide near-optimal TE and in this work I
address three of them. In the first one, which I call Overlay Optimization, it is possible to
set up end-to-end tunnels with MPLS-TE [10] for example. I also assume that several tunnels
can coexist between a source and a destination endpoint pair for the sake of better resource
utilization. Using the VRA concept these tunnels can be virtually multiplied and then OSPF
ECMP is deployed on top of this overlay. The goal here is to find the best approximation of
a predefined traffic split ratio between the paths connecting a given source and destination
pair using only a limited number of virtual paths.

In the other two proposed TE approaches, which I call Peer-Local Optimization and
Peer-Global Optimization, there is no overlay network and traffic optimization takes place
directly on the physical infrastructure. Furthermore, here I do not assume the presence of
any advanced TE methods, only OSPF is used for TE purposes. This is called OSPF Traffic
Engineering (OSPF-TE), where the basic idea is to adjust the administrative link costs so
that the shortest paths calculated by OSPF will map exactly to the ones chosen by the
administrator [11, 12].

I have extended the classical OSPF-TE concept by setting up virtual links parallel to
existing physical ones.3 The engineering problem to solve in this case is to determine the link
weights and the number of parallel virtual links for each physical link in a network domain
so that a predefined metric is optimized. As its name implies, in Peer-Local Optimization
these decisions are made locally at the network nodes, while in Peer-Global Optimization it
happens in a centralized fashion at the network level. In this work the considered measure is
the widely accepted maximal link utilization (MLU), which is minimized over all the links
of the domain. Link utilization is defined the usual way: link usage divided by link capacity.

The problem is challenging as it is known that finding the best link weight configuration
for OSPF-TE (without virtual links) is NP-hard by itself [5] and even approximating it by
a computationally efficient algorithm within any constant ratio is infeasible [13].

3 Research Methodology

I have chosen the analytical approach to address my research goals as the results gained this
way are generally more universal and well-founded than the ones obtained by measurement
or simulation. In general the downside of the analytic method is that a large set of problems

3There are several ways to set up virtual links, but the exact method is out of the scope of this work, as
I only focus on the effect of the virtual links on the network performance.
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are too complex to be handled this way, but in this case it was possible to deal with
this complexity. Consequently, a large part of my thesis claims are based on theorems and
mathematical proofs.

In a few of my other theses I propose algorithms to solve some given problems. In
these cases I have determined the computational complexity of the algorithms by analytical
examination. Many of my algorithms are based on solving Linear Programs or (Mixed)
Integer Linear Programs. Some of my theses contain NP-completeness proofs, for which I
have used the customary Karp-reduction.

To see how well the proposed algorithms perform in realistic environments, I have im-
plemented a simulation framework, which was used to compare the algorithms against each
other and the current best-practice method (TOTEM Interior Gateway Protocol Weight
Optimization Tool, [14, 15]). I have implemented the framework and the optimization algo-
rithms in C++ using the LEMON Graph Library [16]. I have solved the embedded linear
programs using the IBM ILOG CPLEX Optimizer [17]. The results gained this way give a
valuable insight into the performance potential of my proposed optimization techniques.

4 New Results

4.1 Virtual Resource Allocation and Overlay Optimization

Thesis Group 1. [C3, J1] I have studied the possibility of enhancing load balancing schemes
by unequal traffic splitting when the underlying technology only offers uniform data distribu-
tion among the resources. For this I have proposed the Virtual Resource Allocation technique
that augments the load balancer to realize an almost arbitrary traffic split ratio. For the
OSPF Traffic Engineering application scenario I have introduced and analyzed the Overlay
Optimization method, which is a specialization of the Virtual Resource Allocation, utilizing
an overlay network.

The concepts of Virtual Resource Allocation and OSPF Traffic Engineering has been
introduced in the first two chapters of this work. This first thesis group focuses on the
Overlay Optimization method, as defined below.

4.1.1 Definition and Attributes

Thesis 1.1. I have proposed a solution, named Overlay Optimization, to the Traffic En-
gineering problem in communication networks that uses end-to-end tunnels with parallel
virtual paths and OSPF routing on top of this overlay network. As a part of this solution, I
have formalized the Virtual Resource Allocation problem for only one network node and one
demand as an optimization problem. I have shown via an example that the performance of
OSPF Traffic Engineering can be enhanced by Overlay Optimization.

A sample scenario for Overlay Optimization is plot in Fig. 2(a). In this simple transit
network there are three edge routers A, B and C, and a full mesh MPLS overlay is realized
between them containing two paths per router pair. This MPLS overlay, in turn, is seen as
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Figure 2: Overlay Optimization

an IP topology deployed on top, which runs plain OSPF as a routing protocol. Easily, if the
ideal traffic splitting ratios are like the ones given in the figure then this traffic allocation is
impossible to implement with ECMP. With my proposed technique, however, we can set up
4 virtual links (one between A−B and three between A−C) to obtain exactly the required
splitting.4

Overlay Optimization can also be used in the more general case, when only a capacitated
network and the demands are given, and we can assume the ability of setting up (possible
parallel) end-to-end tunnels. In this case we first have to calculate a set of end-to-end tunnels,
then use the VRA Overlay Optimization method over these paths. The major steps of my
proposed technique are shown in Fig. 2(b). For now the most important step is VRA-1N-1D
(meaning VRA for One Node, One Demand). In this case splitting only occurs at the source
nodes, which greatly simplifies the analytical treatment of the problem, as a VRA problem
can be decomposed into D independent VRA-1N-1D problems, where D is the number of
demands.

Let me now define the VRA-1N-1D problem formally. We are given a single node, where
the traffic of a single demand has to be split. It is supposed to use k outgoing links (or
paths/tunnels, but for simplicity I will use “link” in the remainder of this section), each
with g1, g2, . . ., gk desired traffic volume (see Table 1 for a list of notations). Furthermore
let G0 =

∑k
i=1 gi. Our objective is to share the traffic over the outgoing links using OSPF

ECMP such that the actually emerging h1, h2, . . ., hk subflow values are as close as possible
to the nominal g1, g2, . . ., gk subflow volumes. Here “closeness” between the ith subflows is

4The phrase “virtual path” could be more appropriate in this case, but for simplicity I continue to call
them virtual links.
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Notation Description

k number of outgoing links used
g1, g2, . . ., gk ∈ Z+ desired traffic volume per outgoing links
G0 =

∑k
i=1 gi total traffic volume

h1, h2, . . ., hk actual traffic volume per outgoing link
Ui = hi/gi error on the ith outgoing link
U = maxi Ui error of a virtual resource allocation
e1, e2, . . ., ek number of allocated links (physical and virtual together)
E =

∑k
i=1 ei total number of allocated links

Q ∈ Z+ upper bound on the total number of links

Table 1: VRA-1N-1D notation summary

defined as the per link error Ui = hi/gi, and the ultimate error metric to be minimized (U)
is the maximum of the per link errors.5

To reach our objective, I apply virtual links parallel to the physical ones. Let ei denote the
total number of (virtual and physical) links in place of the ith physical link, and E =

∑

i ei

the total number of allocated links. To save space, I only examine the case without link
disabling possibilities (i.e. ei > 0). Applying the equal-split principle of OSPF ECMP we
get: hi = G0ei/

∑k
j=1 ej = G0ei/E, i = 1 . . . k and U = maxi hi/gi = maxi G0ei/(Egi).

Furthermore, I suppose that the total number of outgoing links for a demand is limited
(just like in the practical router implementations), which I model by requiring E ≤ Q.

The formal definition is:

Problem 1, VRA-1N-1D. Given k, {gi} and Q, find {ei} that minimizes U such that
∑

i ei ≤
Q.

To show the utility of Overlay Optimization, let us consider Fig. 1 again. Having path
A−B−C and two parallel paths A−C will result in maximal link utilization of 1.0, while
the best that can be achieved with plain OSPF-TE is a MLU of 1.5.

Thesis 1.2. I have given bounds on the error of the VRA-1N-1D problem under different
constraints.

I have proven the following theorems about the error of VRA-1N-1D:

1. U ≥ 1.

2. If Q ≥ G0 then ∃{ei} for which U = 1.

3. U ≤ G0/ mini gi.

4. If G0 is unbounded and E is bounded by a finite Q then U can be arbitrarily high for
any Q > 2.

5Note that I refer to Ui and U as “errors”, but in fact they represent actual-to-required traffic ratios.
Usually zero or close-to-zero errors are preferred, but in this case U = 1 is the ideal condition.
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The first statement is a lower bound. The second shows that if the number of usable
virtual links is large enough then this lower bound can indeed be reached. The third state-
ment is an upper bound as a function of the total traffic volume and the fourth is a negative
result regarding the existence of a universal upper bound.

Although the existence of provable error bounds are important by itself, they are also
used in the binary search algorithm at the next thesis.

4.1.2 Optimal Solution

Thesis 1.3. I have given an optimal solution with pseudo-polynomial running time to the
VRA-1N-1D problem. Furthermore, I have given an optimal, pseudo-polynomial time al-
gorithm for the problem variant of minimizing the link number under a constraint on the
maximal error. I have also given optimal, pseudo-polynomial time algorithms for variants of
the previous two problems in which the error or link number minimization have to be done
simultaneously at several nodes, while having a common constraint on the total link number
or on the error, respectively.

I have proven that the number of valid link allocations is
(

Q

k

)

[Dissertation, Lemma 7].
This means for small Q values (like Q ≤ 30 . . . 50) an exhaustive search may be feasible,
but not for much larger ones. As VRA-1N-1D can be used in scenarios, where Q could be
in the order of thousands (like SDN, where Q represents the maximal rule number), a more
computationally efficient solution is necessary.

Algorithm 1.1 [Dissertation, Alg. 3.1] checks for a given α, k, {gi} and E whether or
not it is possible to assign the links with U ≤ α. If the assignment is feasible then it also
provides a solution and indicates if it is the only solution. I have proven that Algorithm 1.1
provides correct result and that it has a complexity of O(k).

Next, I have proposed a binary search framework to find the minimal α for which there
is a feasible solution of Alg. 1.1, given gis and E [Dissertation, Alg. 3.2]. I have proven the
correctness of the stop condition of its iteration loop and also that it runs in log(G2

0E) steps,
yielding an overall O(k log(G2

0E)) polynomial complexity.
What remains is to find the value of E that yields the smallest error subject to the given

Q. This is done by Algorithm 1.2 [Dissertation, Alg. 3.3]. This is not a polynomial time
algorithm as its complexity is O(Qk log(G2

0Q)), which is not polynomial in the size of Q
(i.e., log(Q)). Yet, this complexity is low enough, so the algorithm is easily tractable for the
practical use cases.

The next problem is to minimize the link number with a given maximal error.

Problem 2, VRA-1N-1D-Link-Min. Given k, {gi}, and Ulim ≥ 1, find {ei} that minimizes
the total number of links (E) such that U ≤ Ulim.

Consider Alg. 1.2, with Q ← G0. The generated U(E) is a weakly decreasing function,
whose domain is a subset of the positive integers. The solution of the problem is E, where
U(E − 1) > Ulim and U(E) ≤ Ulim, or k, if U(k) ≤ Ulim. The complexity is O(G0k log(G3

0)).
The remaining two problem variants tackle several optimizations simultaneously.

Problem 3, Parallel-VRA-1N-1D. Given kn (n = 1 . . . N), {gni}, and Q, find {eni} that
minimizes Umax = max Un such that

∑

n En =
∑

n

∑

i eni ≤ Q.
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Algorithm 1.1 VRA-1N-1D-Fixed-E

Input: α, k, {gi}, E
Output: feasible, single_solution, {ei}

for i← 1 . . . k do

xi ←
⌊

αgiE

G0

⌋

end for

if
∑k

i=1 xi < E then

feasible← false

else if
∑k

i=1 xi = E then

feasible← true

single_solution← true

else

feasible← true

single_solution← false

end if

if feasible = true then

Solve the following set of equations to find an {ei}:
k

∑

i=1

ei = E; 1 ≤ ei ≤ xi (ei ∈ Z, i = 1 . . . k)

end if

Algorithm 1.2 VRA-1N-1D

Input: k, {gi}, Q
Output: {ei}, U(E), U

best_U ← G0 + 1.0
for E ← k . . . Q do

{current_ei}, current_U ← VRA-1N-1D-Bin-Search({gi}, E)
if current_U < best_U then

best_U ← current_U
{best_ei} ← {ei}

end if

U(E)← best_U {used only in derivative algorithms}
end for

U ← best_U
{ei} ← {best_ei}
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I have given a greedy algorithm that finds a solution to this problem [Dissertation,
Alg. 3.4]. It uses the U(E) function of each node, which is given by Alg. 1.2. I have proven
that this algorithm provides an optimal result. I have also determined its complexity, which
is O(NQk log(G2

0Q) + Q), where k = max ki, G0 = max G0i.

Problem 4, Parallel-VRA-1N-1D-Link-Min. Given kn (n = 1 . . . N), {gni}, and Ulim, find
{eni} that minimizes

∑

n En =
∑

n

∑

i eni such that Umax = max Un ≤ Ulim.

This problem can trivially be decomposed into N independent VRA-1N-1D-Link-Min
problems, which can be solved as described above at Problem 2.

4.2 Peer-Local Optimization

Thesis Group 2. [C1, J1] I have proposed and examined in detail another Virtual Resource
Allocation scheme in the OSPF Traffic Engineering scenario that eliminates the overlay
network from the architecture, thereby facilitating the deployment. This approach operates
on the original network topology and makes decisions locally at the network nodes, so I
named it Peer-Local Optimization.

In the Peer-Local Optimization scenario we are given a capacitated network and a set
of demands (see Fig. 3). The optimization task is to determine for each link a weight and
the number of parallel virtual links, which, if fed together to OSPF, will result in minimal
MLU (maximal link utilization). In other words, Peer-Local Optimization provides input
for OSPF-TE [12] enhanced by VRA.

4.2.1 Definition and Attributes

Just as before, here we have a limit on the number of usable links per node as well, however,
in this case the limit exists per node per demand, in line with the router constraint that a
single traffic flow cannot be split onto too many outgoing links.

As an example consider the capacitated network in Fig. 4(a) with two demands: A→ E :
30, A→ F : 40. Clearly, for optimal routing all the links have to be fully utilized, requiring
a traffic split of 2 : 1 and 1 : 3 for the demands at node A. Suppose we are allowed to use
at most Q = 4 outgoing links per node per demand. We can reach an optimal solution by
setting up virtual links as shown in Fig. 4(b). Although this way six links are leaving node
A, none of the demands are split onto more than four, obeying the limit.

network + 

link capacities 
demands 

VRA-PLO 

{e} weights 

Figure 3: Virtual Resource Allocation–Peer-Local Optimization
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Figure 5: Peer-Local Optimization operation

Thesis 2.1. I have proposed a new solution to the OSPF Traffic Engineering problem,
named Peer-Local Optimization, which is not using overlays and relies solely on decisions
made locally at the network nodes. As part of this solution I have formalized the Virtual
Resource Allocation problem for one node and several demands as an optimization problem.

The overview of the operation of Peer-Local Optimization is shown in Figure 5. The first
step is the same as for Overlay Optimization: solving a multi-commodity linear program with
splittable flows, which can be done in polynomial time. The primal solution provides the per
link per demand traffic volumes and the dual corresponds to the link weights necessary for
OSPF-TE. The final step is to solve the VRA-1N-mD problem for each node independently.
VRA-1N-mD stands for “Virtual Resource Allocation for One Node and multiple Demands”
and provides locally optimal virtual link settings.

The formal definition of the VRA-1N-mD problem, using the notations summarized in
Table 2, is as follows.
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Notation Description

k number of outgoing links used

D number of demands

G = (gij) ∈ ZD×k desired traffic volume per demand per outgoing link (gij ≥ 0)

Γ = (γij) ∈ RD×k row-normalized version of matrix G

Σ = (σij) ∈ {0, 1}D×k σij = 0 if gij = 0, σij = 1 otherwise

Gi =
∑k

j=1 gij total traffic volume of demand i

hij actual traffic volume per demand per outgoing link

e1, e2, . . ., ek number of allocated links (physical and virtual together)

Ei =
∑k

j=1 ejσij total number of parallel links on shortest paths for demand i

Uij = ej/(γijEi) per demand per link error (only where γij > 0)

U = maxγij>0 Uij per node error

Q ≥ Ei (∀i), Q ∈ Z+ upper bound on the number of usable links per demand

Table 2: VRA-1N-mD notation summary

For a network node A we are given a matrix

G =



















g11 g12 . . . g1k

g21 g22 . . . g2k

...
...

. . .
...

gD1 gD2 . . . gDk



















, (1)

representing how demands 1 . . . D arriving at the node should be split among outgoing links
1 . . . k: gij is the traffic volume that belongs to demand i and should be sent out on link j
(gij ∈ Z, gij ≥ 0). We can assume for simplicity that G contains no all-zero rows or columns.
Later on I will also use the row-normalized and the signum versions of G:

γij =
gij

∑k
n=1 gin

; σij =















0, if gij = 0

1, if gij > 0
.

We set up ej number of parallel links (including the physical and virtual ones) for
outgoing link j of node A. I suppose that an existing link cannot be disabled (i.e., ej > 0).
Let Ei =

∑k
j=1 ejσij be the total number of parallel links on the shortest paths for the

ith demand and Gi =
∑k

j=1 gij be the offered load for the demand. According to ECMP’s
equal-split rule, the per demand traffic volume on an outgoing link is: hij = ejGi/Ei. The
per demand per link error is defined as the ratio of the transmitted traffic and the offered
volume on a given outgoing link j, for a given demand i, but it is only defined if the offered
traffic is non-zero: Uij = hij/gij = ej/(γijEi), ∀gij > 0. The per node error (or shorty just
error) is defined as the maximum of the per link per demand errors: U = maxi,j:γij>0 Uij.

To sum up, we can formulate the problem as follows:
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Figure 6: Capacitated network corresponding to a given matrix G

Problem 5, VRA-1N-mD. Given k, D, G, and Q, find {ej} such that Ei ≤ Q for all i =
1 . . . D and U is minimal.

As a first approach, however, I will examine a simplified problem variant:

Problem 6, VRA-1N-mD-Unlimited. Given k, D, and G find {ej} such that U is minimal.

Note that in this latter case the problem is practically defined by matrix G only.

Thesis 2.2. I have shown that matrix G, which forms the core of the VRA-1N-mD and
the VRA-1N-mD-Unlimited problems, can be almost arbitrary: any nonnegative matrix with
at least one non-zero element in each row and in each column can be matrix G for a given
node in a suitable network.

This thesis corresponds to [Dissertation, Theorem 11]. In the proof I construct a network
for a given matrix G where after the Peer-Local Optimization process (see Fig. 5) at a certain
node the required splitting ratios are exactly as given in G. Let G be in the form of (1).
The corresponding capacitated network is shown in Fig. 6. There are altogether d demands
in the system, the ith going from Si to Di and for each demand i the desired splitting ratio
is given by gij (j = 1 . . . k).

This result is significant as it allows us to focus on the matrices only, instead of the
possibly much more complex networks.

Thesis 2.3. I have given bounds on the error of the VRA-1N-mD and the VRA-1N-mD-
Unlimited problems along with a polynomial time algorithm that decides whether the general
lower bound can be reached for a particular problem instance with unlimited number of links.

Regarding the error bounds of VRA-1N-mD and VRA-1N-mD-Unlimited I have proven
the following statements [Dissertation, Lemmas 12–14]:

1. U ≥ 1.

2. U ≤ (mini,j:γij>0 γij)−1.
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3. There is no universal (G-independent) upper bound on the per node error.

These claims are valid for both the limited and the unlimited number of links version of the
problem.

I call a matrix G consistent if and only if U = 1 can be achieved with a suitable {ej},
allowing unlimited number of parallel links. I have given an algorithm that decides whether
a given G is consistent, and if it is, it also supplies an {ej} for which U = 1 [Dissertation,
Alg. 4.1]. Its complexity is O(d2k), meaning that it runs in polynomial time.

4.2.2 Unlimited Number of Links

Let us now examine Problem VRA-1N-mD-Unlimited, i.e., solving VRA-1N-mD with unlim-
ited number of links. For simplicity, in this subsection I will use the normalized version of the
link number ej , denoted by fj to avoid confusion: fj = ej/

∑k
i=1 ei (fj ∈ R+,

∑k
j=1 fj = 1).

Thesis 2.4. I have proven that an optimal virtual link settings for VRA-1N-mD-Unlimited
cannot always be reached using finite number of links.

I have actually shown that there is at least one VRA-1N-mD-Unlimited problem, where
matrix G contains integers only but the single optimal solution contains only irrational
numbers as fjs [Dissertation, Theorem 16]. In the proof of this theorem I show that the
problem given by matrix

G =





2 1 0

2 2 1





has a single optimal solution:

f1 =
2

5
(7−

√
34), f2 =

1

5
(−16 + 3

√
34), f3 =

1

5
(7−

√
34) ,

which also proves the claim of this thesis.

Thesis 2.5. I have shown that no algorithm can give an optimal solution to the VRA-1N-mD-
Unlimited problem in finite number of steps; even if the number of steps may depend on the
actual problem.

A solution is given as f1, f2, . . . , fk, where fj ∈ R+. We expect real constants fj to be
presented by an algorithm in some sort of closed form, but “closed form” can be defined in
several ways. For now I require fjs to be given by finite expressions that consist of integer
constants and the usual +, −, ·, / and the nth root (n ∈ Z+) operators only.

This thesis is based on [Dissertation, Theorem 18], which states that there is at least
one VRA-1N-mD-Unlimited problem, whose only optimal solution contains at least one fj

that cannot be written in a closed form as defined above.
The idea is that the optimal solution cannot be computed in finite number of steps if it

cannot be written in a closed form, since writing the output is part of the solution. In the
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proof I have examined the following matrix:

G =

































1 0 0 0 0 0

6 1 0 0 0 0

6 6 1 0 0 0

6 6 6 1 0 0

6 6 6 6 1 0

6 6 6 6 6 1

































.

I have proven that for this matrix f1 is the solution of the following polynomial equation:

923 521f 5
1 − 16 980 870f 4

1 + 118 664 280f 3
1−

− 390 577 680f 2
1 + 934 673 904f1 − 336 117 600 = 0 . (2)

I have used the mathematical software Maple [18] to show that this polynomial has got a
single real root only (and four complex ones). According to Galois theory [19], a polynomial
equation can be solved by radicals6 if and only if its Galois group is a solvable group. Using
Maple I have found that the Galois group of the polynomial given in (2) is the symmetric
group S5. This group, consisting of 120 elements, is not solvable, meaning that (2) cannot
be solved by radicals, which concludes the proof.

Thesis 2.6. I have given an approximation algorithm that can find, in polynomial time,
a solution that is arbitrarily close to the optimal solution of the VRA-1N-mD-Unlimited
problem.

As a first step, I set up Linear Program (LP) 2.1 [Dissertation, LP 4.2] that computes
{fj} while keeping the per node error under a given constant α.7 Naturally, for too small
αs the LP will not have a solution.

Next, I have proposed to use binary search to find the smallest α for which LP 2.1 is
solvable [Dissertation, Alg 4.2]. This algorithm has an input (ǫU) that describes how close
we want to get to the optimal error. Providing it is necessary due to the consequences of
Thesis 2.4. Nevertheless, this way we can approximate the optimal solution arbitrarily close.

I have proven the polynomial complexity of this method. The underlying linear program
contains no integer variables, hence it can be solved in polynomial time. This LP is run
log2(1/(ǫU mini,j γij)) times, meaning that the whole method is indeed polynomial.

In this thesis I have given an iterative algorithm for the VRA-1N-mD-Unlimited problem,
which quickly converges to an optimal setting. This is a notable result, as according to
Thesis 2.5 no significantly better solution can be given.

6i.e., having a solution that can be written in a finite form using integer constants and the +, −, ·, /
and the nth root (n ∈ Z+) operators only

7In this LP I have provisionally relaxed the
∑

fj = 1 constraint and introduced variables f̂j to avoid
confusion. The reason is that I wanted to enforce fj > 0, meaning that a link cannot be disabled, and this
was the easiest way.
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LP 2.1 VRA-1N-mD-Unlimited, Given α

indices: i = 1 . . . D

j = 1 . . . k

constants: α (α ≥ 1, α ∈ R)

γij (γij ∈ Q, γij ≥ 0, ∀i :
k

∑

n=1

γin = 1)

σij = sgn(γij)

variables: f̂j (f̂j ≥ 1, f̂j ∈ R)

objective: minimize
k

∑

j=1

f̂j

constraints: 0 ≤
k

∑

n=1

σinf̂n −
f̂j

γijα
, ∀i, j : γij > 0

4.2.3 Limited Number of Links

Thesis 2.7. I have given two different, Integer Linear Program-based optimal solutions to
the VRA-1N-mD problem. I have also given a pseudo-polynomial running time heuristic to
the same problem.

In this limited number of parallel links version of VRA-1N-mD there always exist at
least one optimal solution, as there are only finite number of possible link allocations with
at least one being the best. Clearly all link allocations are valid for which ej > 0 ∀j and
∑k

j=1 ej ≤ Q. Also, as shown at the beginning of Sec. 4.2.1, there could be valid allocations
for which ej > 0 ∀j and Ei ≤ Q ∀i hold, but

∑

j ej ≤ Q does not hold. This means that

there are at least
(

Q

k

)

valid link allocations (see the explanation at Thesis 1.3), which calls
for a more efficient solution than the simple exhaustive search.

Consequently, I have given an Integer Linear Program that finds an optimal solution to
the VRA-1N-mD problem [Dissertation, LP 4.4]. This ILP, however, operates with a large
number of auxiliary integer variables increasing the running time, hence I have proposed a
faster solution, too.

This second method is an ILP-based iterative solution. First, I have modified LP 2.1
for the limited number of links problem variant: I have added the constant Q, changed
the real variables fj to the positive integer variables ej and finally added a new constraint:
∑k

j=1 σijej ≤ Q (∀i) [Dissertation, LP 4.3]. Using this ILP in a binary search framework
[Dissertation, Alg. 4.4] results in an arbitrarily good approximation for the VRA-1N-mD
problem. Due to the finite number of possible allocations, however, it is possible to give an
absolute lower bound on the difference of the errors for two link allocation settings: I have
proven that ∆U ≥ (Q maxi,j gij)−2 [Dissertation, Lemma 21]. Using this constant in the
stop condition of the binary search will lead to an optimal solution.

This latter iterative solution turned out to be considerably faster in practice than the
first, monolithic ILP. Yet, it is still based on an ILP, therefore the polynomial running time
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Figure 7: Virtual Resource Allocation–Peer-Global Optimization

is not guaranteed. Consequently, I have proposed a third, heuristic approach [Dissertation,
Alg. 4.5]. The idea is to somehow represent matrix G of a VRA-1N-mD problem with a vector
of length k, and treat that as vector g of a VRA-1N-1D problem. The latter can be solved
quickly, as described in the previous subsection. What remains is to find an efficient method
for the matrix G to vector g mapping. Solving the VRA-1N-mD-Unlimited problem does
exactly this: the resulting fjs can simply be treated as vector g. Certainly some information
is lost during the matrix to vector conversion, which can lead to suboptimal results. That
is, nevertheless, acceptable as this method is a heuristic only.

4.3 Peer-Global Optimization

There is a fundamental problem with the Peer-Local Optimization approach: as the errors
of the local optimizations propagate downstream with the data flows they encounter other
imperfect splitting points, whereby local errors can enlarge or weaken each other’s effect.
The unintended effects of this kind of cascade errors can be avoided by minimizing the
errors concurrently, in a centralized manner. This is what I call Peer-Global Optimization.

Thesis Group 3. [J1] I have proposed and comprehensively studied another solution for
OSPF Traffic Engineering, which I call Virtual Resource Allocation–Peer-Global Optimiza-
tion. I have proven that it is NP-complete and cannot be approximated efficiently. I have also
given an Integer Linear Program that finds an optimal solution and observed that Peer-Local
Optimization can be used here as a faster heuristic.

The optimization task here is the same as for Peer-Local Optimization: given a capac-
itated network and a set of demands determine for each link a weight and the number of
parallel links that together minimize the maximal link utilization (see Fig. 7). At this ap-
proach, however, we solve the problem concurrently for all the nodes in the network so that
we can reach a theoretically optimal virtual resource allocation.

4.3.1 Definition

Thesis 3.1. I have identified and formally described the Peer-Global Optimization problem,
which can provide a near-optimal solution for OSPF Traffic Engineering.

Before the formal definition first let us see the notations for Virtual Resource Allocation–
Peer-Global Optimization (VRA-PGO), summarized in Table 3. We are given a directed
graph (V, F ) representing a network, with capacities cl for each link l and a set of demands,
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Notation Description

V set of vertices (nodes) in the network
F set of edges (physical links) in the network
Sn set of (physical) links originating at node n ∈ V

|Sn| number of (physical) links originating at node n

cl ∈ Q+ capacity of link l ∈ F

wl ∈ Q+ weight of link l

hl ≥ 0 (hl ∈ Q) total actual traffic volume on link l

el > 0 (el ∈ Z) number of parallel links (both physical and virtual)
at the place of link l

En =
∑

l∈Sn
el number of (physical and virtual) outgoing links at node n

D number of demands
Od ∈ F originating node of demand d (1 ≤ d ≤ D)
Dd ∈ F destination node of demand d

Gd ∈ Q+ traffic volume for demand d

R ≥ 0 (R ∈ Z) maximal number of virtual links per node
β ∈ Q+ maximal link utilization

Table 3: VRA-PGO notation summary

each given by its originating and destination nodes, and the offered traffic volume: {Od,
Dd, Gd}D

d=1. The maximal number of virtual links that can be applied at a node (R) is
given as well. We are looking for link weights wl and parallel link number el (including the
physical and virtual links) for each link l, which minimizes the maximal link utilization
β = maxl∈F hl/cl, such that En ≤ |Sn|+ R (∀n ∈ V ).

In the previous two subsections it was more convenient to limit the total number of links
(both physical and virtual), requiring E ≤ Q and Ei ≤ Q. With regard to the numerical
evaluation, however, limiting the number of virtual links is more practical, as different
nodes can have different number of outgoing physical links. For this reason throughout this
subsection, unless stated otherwise, I limit the number of virtual links (En − |Sn| ≤ R).
Note, for Section 4.1 with a simple R = Q − k substitution we can have a limit on the
number of virtual links (E − k ≤ R), too. Likewise, most of my findings in Sect. 4.2 are
about the unlimited links variant of the VRA-1N-mD problem, but the rest are also trivial
to transform to the have a limit on the number of virtual links only.

The problem can now be formulated as follows.

Problem 7, VRA-PGO. Given (V, F ), {cl}, D, {Od, Dd, Gd}, and R, find {wl} and {el} that
minimizes β, such that En ≤ |Sn|+ R (∀n ∈ V ).

4.3.2 Optimal Solution

Thesis 3.2. I have given an Integer Linear Program that finds an optimal solution to the
Peer-Global Optimization problem.
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This ILP is presented at [Dissertation, LP 5.1]. It is fairly lengthy: it contains 13 sets of
constants, 8 sets of variables and 15 sets of constraints. I have also given recommendations
for the values of the constants, which are introduced in this ILP, to be most suitable for
practical computations.

The importance of this ILP is that it gives a theoretical lower bound on the error. On
the other hand, as it contains lots of integer-valued auxiliary variables, for larger networks
it is very slow to solve in practice. Nevertheless, I was able to solve it for several practical
example scenarios to gain reference values for the performance evaluation of the heuristics
(see Sec. 4.3.4).

In this thesis I have given a slow, but optimal solution to the Peer-Global Optimization
problem. Note that the algorithms given for Peer-Local Optimization can be considered as
quicker, but suboptimal heuristics for the same global problem. In the following subsection
I show that finding a fast and even near-optimal solution is impossible as the problem is
computationally hard by its nature.

4.3.3 Computational Complexity

Thesis 3.3. I have proven the NP-completeness of the Peer-Global Optimization problem
and several of its variants.

For the NP-completeness proof first I have slightly reformulated the Peer-Global Opti-
mization problem to be a decision problem. Furthermore, in this first approach I have taken
the link weights as input parameters.

Problem 8, Virtual Resource Allocation–Peer-Global Optimization with Given Weights
(VRA-PGO-GW).

Instance. A directed graph (V, F ) representing a network with capacities cl ∈ Q+ and
link weights wl ∈ Q+ for each link l ∈ F . A set of demands {Od ∈ F, Dd ∈ F, Gd ∈ Q+}D

d=1.
The maximal number of virtual links that can be applied at a node: R ∈ Z (R ≥ 0) . The
maximal link utilization: β ∈ Q+.

Question. Is there a VRA assigning el > 0 (el ∈ Z) number of links to each physical
link l ∈ F , such that En ≤ |Sn|+ R (∀n ∈ V ) and maxl hl/cl ≤ β?

In the Question above |Sn| can be calculated from (V, F ); En and hl can be calculated
from (V, F ), {el}l∈F , {wl}l∈F and from the set of demands. The only non-trivial point is the
calculation of hl, but it also can be done in polynomial time [Dissertation, Alg. 5.1].

This definition can be changed in several ways to obtain different versions of the problem,
including the following:

• VRA-PGO: In this case setting the link weights, and this way defining the routing
of the demands, is part of the problem, too. This variant is similar to VRA-PGO-GW,
only the link weights are moved from the Instance to the Question.
• VRA-PGO-GW-SD (Single Demand): In this variant we have only one origin–

destination–traffic volume triplet (D = 1).
• VRA-PGO-GW-Q: The definition of VRA-PGO-GW contains a bound on the num-

ber of virtual links (En − |Sn| ≤ R). In this version a limit on the total number of
links is used instead (En ≤ Q).
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• VRA-PGO-GW-ABS (Absolute Error): Here instead of the relative error (uti-
lization) β, we have an absolute error, δ, requiring maxl(hl − cl) ≤ δ.

By combining the definitions given above, several other equally valid variants of the VRA-
PGO problem could be created. Fortunately, my proofs about computational complexity can
be generalized relatively easily to many of these new cases.

I have proven that VRA-PGO-GW is NP-complete [Dissertation, Theorem 22]. In the
proof first I have shown that the problem is in NP, then that it is NP-hard. The latter
part is the harder one, where I have used Karp-reduction to reduce the 3SAT problem to
VRA-PGO-GW. I have also modified this proof to prove the NP-completeness of VRA-
PGO-GW-Q and VRA-PGO-GW-ABS as well. In Appendix C.3.1 of my dissertation I have
presented an alternative proof of [Theorem 22], which I have also modified to prove that
VRA-PGO is NP-complete, too.

Finally I have proven that VRA-PGO-GW-SD is also NP-complete [Theorem 26]. This
statement is important, as it will form the basis of the following two theses. The proof itself
is an extension of the first proof of [Theorem 22] and so it is also based on a 3SAT to
VRA-PGO-GW-SD reduction.

Thesis 3.4. I have formulated two variants of Peer-Global Optimization as NP optimization
problems and have proven that it is impossible to computationally efficiently approximate
their optimal solution within every constant ratio (unless P = NP).

To examine the approximability of a problem the first step is to formulate it as an NP
optimization (NPO) problem [20]:

Problem 9, Minimal Error Virtual Resource Allocation–Peer-Global Optimization with Given
Weights (MIN-VRA-PGO-GW, shortly MVPG).

Instance. A directed graph (V, F ) representing a network with capacities cl ∈ Q+ and
link weights wl ∈ Q+ for each link l ∈ F . A set of demands {Od ∈ F, Dd ∈ F, Gd ∈ Q+}D

d=1.
The maximal number of virtual links that can be applied at a node: R ∈ Z+.

Solution. A virtual resource allocation assigning el > 0 (el ∈ Z) number of links to
each physical link l ∈ F , such that En ≤ |Sn|+ R (∀n ∈ V ).

Measure. The maximal link utilization β = maxl hl/cl.
Goal. Minimize the measure.

Problem 10, Minimal Error VRA-PGO with Given Weights for a Single Demand
(MIN-VRA-PGO-GW-SD, shortly MVPGS).

This is essentially the same as MVPG, but has only exactly one demand.

First, I have checked that both of these problems conform to the NPO requirements [20].
Next, I have proven that no polynomial time algorithm exists that approximates the op-
timum of MVPG better than a factor of 6/5 [Dissertation, Theorem 27]. The proof is an
extension of the corresponding NP-completeness proof of VRA-PGO-GW [Thm. 22]. Sim-
ilarly, I have also proven that no polynomial time algorithm exists that approximates the
optimum of MVPGS better than a factor of 18/17 [Thm. 28]. The proof relies on the NP-
completeness proof of VRA-PGO-GW-SD [Thm. 26] and on the proof of inapproximability
of MVPG [Thm. 27].
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Figure 8: MVPGS compounding

From these statements it follows that it is impossible to computationally efficiently
approximate the optimal solutions of these problems within every constant ratio (of course
unless P = NP). In other words this means that MVPG and MVPGS are not part of the
Polynomial Time Approximation Scheme (PTAS) class.

Thesis 3.5. I have shown that the optimal solution of the MVPGS problem (which is a vari-
ant of Peer-Global Optimization) cannot be approximated with a polynomial time algorithm
within any constant ratio (unless P = NP).

This thesis corresponds to [Dissertation, Theorem 29]. The proof applies the “inapprox-
imability gap amplification technique”, which has recently been introduced in [13] to prove
a similar inapproximability for the OSPF ECMP link weight configuration problem.

I have first introduced the ⊗ (compound) operator for MVPGS instances. From two
instances IA and IB a new instance I = IA ⊗ IB can be crated by compounding if both of
the following conditions hold:

1. the traffic volume of the demand to be transmitted in IB is 1,

2. the allowed maximum number of virtual links (R) is identical in IA and IB.

An example of compounding is shown in Fig. 8. The capacities are shown next to the
links and each link weight is one unit. In IA the demand is A→ D : 1, in IB it is U → Z : 1.
R = 1 in all these instances.

Furthermore, for an MVPGS instance I I have introduced OP T (I) denoting the measure
for the optimal solution, i.e., the minimal β. I have also introduced the following notation:

I0 = ⊗0I = I

I1 = ⊗1I = I ⊗ I

...

Ik = ⊗kI = I ⊗ (⊗k−1I)

Next I have proven by induction the following [Dissertation, Lemma 30]:
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Lemma. Let I be an instance of MVPGS with OP T (I) ≥ 1. Then for any k ∈ Z, k ≥ 0:
OP T (⊗kI) = (OP T (I))k+1.

Based on this lemma and [Theorems 26 and 28] I have proven [Theorem 29], which is
identical to the claim of this thesis. In other words this means that MVPGS is not part of
the APX class.

4.3.4 Numerical Evaluation

The previous complexity-related results state the hardness of Peer-Global Optimization in
general. They, however, do not necessarily mean that in practical networks no effective
solution can exist. To see how the different algorithms perform in realistic environments I
have implemented a simulation framework. The simulator takes a capacitated network and
a set of demands as inputs and solves the Virtual Resource Allocation problem using several
different algorithms. I have implemented the framework and the optimization algorithms in
C++ using the powerful LEMON Graph Library [16]. I have solved the embedded linear
programs using the IBM ILOG CPLEX Optimizer [17].

I have included the following seven optimization approaches in my simulator:

1. Overlay Optimization, as described in Sec. 4.1.
2. Overlay Optimization with Path Exclusion. This is a slight modification of Overlay

Optimization that allows path disabling (i.e. ei = 0 is permitted).
3. Peer-Local Optimization with the ILP-based iterative solution described in Sec. 4.2.3.
4. Heuristic Peer-Local Optimization, as presented at the end of Section 4.2.3.
5. Peer-Global Optimization, outlined in Sec. 4.3.2.
6. Global Optimization as described below.
7. OSPF Weight Optimization (or OSPF-TE), see below.

In the last case the goal is to set the link weights so that running stock OSPF with
ECMP on top of this network will generate the minimal MLU (Maximal Link Utilization).
In this case we are not applying virtual resources at all. This problem is proven to be NP-
hard [5], but in the same paper a heuristic is proposed, which have been implemented in an
open source toolbox, called TOTEM (TOolbox for Traffic Engineering Methods [14, 15, 21]).
I have included it in my simulations to serve as a best-practice solution of OSPF Weight
Optimization.

About Global Optimization. Taking the capacitated network and the demands and solv-
ing the related multi-commodity flow LP results in the optimal per link per demand traffic.
If, by using an adequately sophisticated TE mechanism, the demands could be routed per-
fectly according to the solution of this LP then the theoretical minimal MLU could be
reached. Accordingly, I have included a simple algorithm in my simulation platform that
treats the outputs of this multi-commodity LP as actual traffic values. These results will
then serve as reference values, since no algorithm (neither Peer-, nor Overlay-based) can
perform better than this one. Furthermore, I will actually divide the MLU’s of the different
algorithms by this optimal MLU to have a normalized value, which is independent of the
actual link bandwidths and traffic volumes. The result of this optimization will be denoted
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Network No. of nodes No. of unidirectional links Link capacities [units]

Abilene 12 30 100
Pan-European 16 46 100

Table 4: Network characteristics
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Figure 9: Simulation results

in the charts as Global Optimum. Certainly, when displaying MLU values, Global Optimum
will be constant 1.0 due to the normalization.

In my dissertation I have presented my simulation results in detail and here I only
highlight the most interesting ones. I have acquired these selected findings simulating two
realistic network topologies: the first one is the well known North American Abilene network,
the second is a simplified Pan-European optical core network (see Table 4). In both cases
uniform link bandwidths of 100 units have been used. I had 5 demands in each simulation
session and in each case the source and destination nodes were selected randomly. The traffic
volumes has also been picked at random for each demand with uniform distribution on the
[5, 30] units interval. The maximal number of virtual links or paths (R) was varied between
0 and 8, inclusive. I have run the simulations 300 times (with all the seven algorithms) on
a high-performance computer to decrease the variance of the results.

The most interesting results are shown in Fig. 9. TOTEM performed almost as good as
Peer-Global Optimization for the no virtual link case, which is its theoretical lower bound.
For R = 0 Peer-Local and Overlay Optimizations performed clearly worse than TOTEM,
which is no surprise: running a VRA algorithm without virtual resources does not make
much sense. However, allowing only two or three virtual links per node Overlay Optimization
clearly overperformed TOTEM, getting as close as a few percents to the Global Optimum.
The Peer-Local ILP and Peer-Local Heuristic algorithms performed the worst, but these are
quick heuristics only for the VRA-PGO problem. The Peer-Global Optimization’s MLU is
well below TOTEM’s even for R = 1 and it keeps decreasing as R increases, almost reaching
the Global Optimum for only R = 4. This shows that Peer-Global Optimization does have
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a high potential, but the currently applied heuristics are not taking full advantage of this,
leaving space for future research for better ones.

Regarding the resource consumption of the different algorithms, I have observed very
short (≈ second, sub-second) running times for Overlay, Peer-Local and Global Optimiza-
tions, suggesting that these algorithms are likely to be suitable when short response times
are needed, like real-time TE optimization. For TOTEM, the calculations took several tens
of seconds, even exceeding a minute, which can still be practical for non-realtime tasks. The
memory usage was modest, only 4–10 MB in these cases. However, with Peer-Global Opti-
mization the average running times increased up to several hours. In this case the variance
was much higher as well: the running times for a single session ranged from a couple of
seconds to several days. The memory usage also varied from a few MB to almost 30 GB.
This means that the proposed Peer-Global Optimization algorithm may not be a viable
option in many of the practical cases.

5 Applicability of New Results

In my dissertation I have proposed and thoroughly examined the concept of Virtual Resource
Allocation. Throughout the body of my work I have used OSPF Traffic Engineering as a
descriptive use case. Certainly the proposed optimization frameworks and algorithms can
directly be used in real communication networks applying OSPF TE to provide significantly
better network performance.

Another possible field of application is the improvement of the WCMP protocol. Sec-
tions 3.2.1–3.2.3 of paper [2] introducing WCMP propose only heuristic solutions for rule
table optimization. My algorithms listed in Thesis 1.3 could directly be applied to the
WCMP problems as well and they always provide optimal solutions, not just approxima-
tions. Sec. 3.4.1 of my dissertation is devoted to the application of VRA for WCMP.

To show another use case, in the Fibbing proposal [8] if a routing has a single shortest
path for a destination and two parallel paths are to be used with equal traffic share, adver-
tisements of a fake node and a fake link has to be injected to the network. Likewise, if for
example 33%–67% traffic ratio is to be achieved in an unequal load sharing case then two
fake nodes and links have to be advertised. This shows that My VRA framework could be
used with Fibbing to find the best approximation of an arbitrary split ratio using bounded
number of fake entities.

COYOTE [22] is recently proposed TE scheme that allows traffic demand volumes to
have some uncertainty. It applies the idea of Fibbing combined with some of my algorithms
proposed for VRA-1N-1D to approximate optimal TE in their examined scenario.

These examples show that VRA can be applied in several contexts within in a network,
where optimal resource pooling are to be achieved over legacy equal-split schemes.

Finally, I have prepared a patent application with my co-author Attila Kőrösi about the
VRA concept. Ericsson, the multinational telecommunication equipment vendor company
has found it worthwhile to purchase it and file the application with us as Inventors and
Ericsson as Applicant [O1]. This also emphasizes the importance and utility of my work
described here.
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