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WHAT IS SECURITY? 
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Security 

 

 security = management of risk 

 IT security is about the management of risk resulting from  
– the loss of confidentiality, integrity, or availability (CIA) of information 

that is processed, stored, and transferred by IT systems 

– the unauthorized access, corruption, or denial of services and resources 
that are provided by IT systems 

 

 
                 completely preventing such incidents is not possible in general 

                  the goal should be to optimize the risk of such incidents 
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Security vs. safety 

 

biztonság 

safety security 
achieve an acceptable level of risk 
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Security vs. safety 
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Attackers 

 attackers differ in their motivation and goals, technical 
background, information gathering capabilities, and available 
resources 

 attacker (threat) models 
– script kiddy 

– disgruntled employee 

– competitor  

– hacktivist group 

– terrorist organization 

– cybercrime organization 

– state sponsored attacker  

 one cannot really counter a threat  one should focus on 
addressing vulnerabilities  
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Vulnerabilities 

 four different types: 
– technical: design flaws and implementation errors in systems, software, and 

protocols 
– physical: weaknesses allowing for physical access (e.g., unlocked door) 
– operational: weaknesses in the procedures used to operate the system 
– personnel: related to security awareness and trustworthiness of employees 

and contractors 
 

 reasons for the existence of vulnerabilities 
– systems are designed, implemented, and operated by humans 

» humans are imperfect and sometimes irrational 

– systems are increasingly complex 
» easier to overlook flaws and mistakes 
» harder to test and reason about 

– business constraints 
» pressure on development time (reduce time-to-market) 
» limited budget 
» functionality vs. security trade-offs 
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Countermeasures 

 four different types: 
– technical: computer and network security controls 

» e.g., firewalls, anti-virus software, authentication tokens, security protocols, 
cryptographic algorithms, ... 

– physical: provide physical security 

» e.g., locks, fences, security guards, tamper resistant hardware, ... 

– operational: policies and procedures related to the operation of the 
system and management of the personnel 

» e.g., password changing policies, key management procedures, regular 
security testing, ... 

» e.g., hiring and firing procedures, promotion procedures, vacation policies... 

– personnel: increase security awareness and trustworthiness of people 

» e.g., security education, increasing employee satisfaction 

 

Internet (in)security 10/72 



CYBERCRIME 



| 

The surface ... 
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The surface ... 
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The surface ... 
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... and the back stage 

 cybercrime has evolved into a complex, highly organized 
ecosystem involving leaders, engineers, infantry, and hired 
money mules 

 products and services are sold and bought on underground 
markets 
– products 

» Trojans, exploits and exploit bundles, rootkits, crypters, traffic, fake 
documents, stolen credit card information and other credentials 

– services 

» dedicated server hosting, proxy servers, VPN services, pay-per-install 
services, DoS attacks, spamming, malware checking against security 
software, social engineering and account hacking   
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Underground market prices 

 

Internet (in)security 

http://www.trendmicro.com/cloud-content/us/pdfs/security-intelligence/white-papers/wp-russian-underground-revisited.pdf 

18/72 



| 

Underground market prices 
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Underground market prices 
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Underground market prices 
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Underground market prices 
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Organizational structure 

 executives 
– set up business models and infrastructure 

– make decisions and oversee operations 

– not involved with launching attacks directly 

 middle managers 
– run affiliate programs (sort of sub-contracting) 

– recruited through “old boy” networks and/or underground forums 

– manage the ground-level forces (the infantry) that actually execute 
attacks 

 infantry 
– the bottom of the chain of command 

– ground-level forces that actually carry out the attacks 

– recruited by recruiters from different communities (public or closed) 
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Organizational structure 

 recruiters 
– larger organizations use special recruiter services to recruit and manage 

the infantry 

– example recruitment ad: 
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Organizational structure 

 R&D 
– R&D organizations create custom-ordered attack tools 

» private botnets, fake antivirus software, ransomware, exploit code  
 

 hosting providers 
– offer locations on which to store the attack content 

» exploit code, malware, and stolen data 

– may be official hosting providers or services posing as hosting providers 
» the latter actually offer compromised systems for storage  

– typically offshore 
» often found in safe havens (for attackers) such as Russia and China 
» don’t really care what people use their services for 

 

 money mules 
– people who are knowingly or unknowingly used to launder money 

» anonymously move money from one country or bank account to another 

– several mules, anonymous services and various bank accounts are used in 
order to make it harder for authorities to trace funds and to place legal 
responsibility on the mules themselves 
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Case study: The spam value chain 
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Case study: The spam value chain 

 lot of attention focuses on the problem of spam delivery 
– spam filtering and blacklisting spamming hosts or domains 

 

 this is only the visible portion of a large, multi-faceted business 
enterprise 
– spam is essentially an advertising medium 

– the revenue driven by spam campaigns seems to exceed their cost 

– spam is still a profitable business 
 

 each click on a spam-advertised link is in fact just the start of a long 
and complex trajectory 
– spanning a range of both technical and business components that together 

provide the necessary infrastructure needed to monetize a customer’s visit 

– including renting botnet services, registering domains, provisioning name 
servers, hosting web sites or proxies, payment processing, setting up 
merchant bank accounts, customer service, ... 
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Spam – Example: Pharmacy Express 
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Features of targeted attacks 

 highly customized tools and intrusion techniques 
– targeting a given organization or set of individuals 

– malware delivery by spear phishing and social engineering 

– multiple different exploits (often zero-day or very fresh) 
 

 stealthy operation and persistence  
– average time of undetected compromise is ~1 year 

– careful design and intensive testing (QA) 
» to by-pass mainstream AV and security products without detection 

» to avoid causing anomalies on infected systems  
 

 well-funded organizations behind 
– technical sophistication (e.g., advanced cryptography) 

– zero-day exploits, compromised signing keys, influence on security 
standards, ...  
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Cyber espionage workflow 

 

source: TrendMicro Security Intelligence Blog 
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Targets of targeted attacks  

more likely to target 
organizations of strategic 
importance, such as 
government agencies, 
defense contractors, high 
profile manufacturers, critical 
infrastructure operators and 
their partner ecosystem 

– more than half focus on 
the defense and 
aerospace sector, 
sometimes attacking the 
same company in different 
countries at the same 
time 

 

Internet (in)security 32/72 



| 

Size of victim organizations 

small organizations in 
the supply-chain of 

large ones are often 
used as stepping stones  
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Some recent examples 
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Some recent examples 
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Advanced Persistent Threats 

 APT1 (PLA Unit 61398) 
– nearly 150 victims over 7 years 

– maintained access to victim 
networks for an average of 356 
days 

– size of its infrastructure implies 
a large organization with at least 
dozens, but potentially 
hundreds of human operators 
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Advanced Persistent Threats 

 Office of Tailored Access Operations (TAO) 
– cyber-warfare intelligence-gathering unit of the NSA 

– identifies, monitors, infiltrates, and gathers intelligence on computer 
systems being used by entities foreign to the United States (computer 
network exploitation) 

– has tools for breaking into commonly used hardware, including routers, 
switches, and firewalls from multiple product vendor lines (QUANTUM 
attack suite) 
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Examples for suppliers 
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Examples for suppliers 
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Malware 

 malware = malicious software 
– a.k.a. malicious code or malcode 

 any code that can be added to a software system in order to 
intentionally cause harm or subvert the intended function of 
the system 

 generic term that encompasses viruses, worms, Trojans, and 
other intrusive code 
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Basic types of malware 

 virus 

 worm 

 Trojan horse 

 

note: categorization has become increasingly difficult, because 
recent malware often combine the characteristics of multiple basic 
types 
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Basic types of malware 

 virus 
– when executed, replicates itself by inserting its own copies (possibly 

modified) into other computer programs, data files, or the boot sector of 
hard drives (or other bootable storage media) 

» affected program/file/medium is said to be infected and it serves as the host 
for the virus 

– in order to function, viruses require their hosts 

» virus code is executed when host program/file/medium is executed/opened 

» the virus spreads from one system to another by moving the infected host 
programs/files/media to other systems 

– besides replicating, the virus may perform some harmful activity  

» e.g., steal information, delete files, or display unwanted messages 

 worm 

 Trojan horse 
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Basic types of malware 

 virus 

 worm 
– standalone computer program that replicates itself in order to spread to 

other computers 

» unlike a virus, it does not need to attach itself to a host program/file/ 
medium 

– often, it uses a computer network for spreading, relying on exploitable 
security vulnerabilities on the target computer to infect it 

– besides replicating, the worm may perform some harmful activity 

» e.g., steal information, delete files, or display unwanted messages 

» extensive bandwidth usage by the spreading of the worm may itself cause 
harm  

 Trojan horse 
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Basic types of malware 

 virus 

 worm 

 Trojan horse 
– standalone computer program that appears to perform some useful 

function, but it (also) performs some harmful activity 

» e.g., steal information, provide a backdoor (Remote Access Trojan – RAT) 

» may function as a time bomb (harmful activity is triggered at a specific time 
or by a specific event) 
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Recent trends in malware development  

 

 mass malware development is 
driven by cybercrime 

 

 malware for smart devices 
proliferate  

 

 malware is extensively used in state 
sponsored targeted attacks 
(cyberwar?) 
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Mass malware and cybercrime  

 malware infected computers represent value for criminals 
– theft of personal information and account credentials (e.g., passwords) 

» stolen information can be used directly or sold on underground markets 

– man-in-the-middle attacks 
» e.g., compromised browser may alter e-banking transactions (ZeuS) 

» e.g., compromised smart phone may intercept and redirect SMS messages 
containing one-time transaction authorization tokens 

– use of computing resources 
» infected computers can be organized into botnets and used for spam, DDoS, and 

click fraud 

» infected computers can be used for bitcoin mining 

– ransom 
» hard disk of infected computer can be encrypted and decryption key can be 

revealed only after some payment 
 

 malware itself can be monetized 
– malware can be sold on underground markets 
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Example – ZeuS web page injection 

 ZeuS injects additional HTML into legitimate pages that causes 
the user to input credential information not actually required 
by the financial Web site  

 example: 

Internet (in)security 
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Example – ZeuS web page injection 

 when the form is sent, ZeuS will intercept the content of the 
form including the PIN number and send this information to the 
command and control server 
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Malware for smart devices 

 for criminals, there’s not much difference between a PC and a 
smart phone as a potential target 
– smart phones have considerable computing power 

– they are always on and connected to the network 

– they run all sorts of applications originating from different sources 

» users use them for sensitive tasks too 

» new (potentially malicious) applications can be installed on them 

– they store or have access to large amount of personal information 

– number of smart phones is large enough  it is worth attacking them 

 compromising smart phones represents new revenue sources 
for attackers  

 consequently, number of malware for smart phones has been 
increasing exponentially in the last few years 
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Mobile malware history and growth rate 
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Market share vs. malware volume 

    Android vs. iOS 
– Apple has a more rigorous app review 

process 
– iOS apps are signed, developer certificate 

are issued only after obtaining a verified 
Apple credential 

– Google relies more on platform protection 
mechanisms (permissions and 
sandboxing) 

– Android apps are signed, but developer 
certificate can be self-signed 

– Android apps are also distributed via 
alternative app markets 
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Example – ZeuS-in-the-mobile (Zitmo) 

 to defeat online banking attacks, banks introduced one-time 
authorization codes sent in an SMS message to the client (also 
referred to as two-factor authentication) 

 attackers’ response was Zitmo 
– designed to steal one-time codes without the users noticing 

– works in close collaboration with regular ZeuS 

– ZeuS running on the PC modifies the e-banking authentication page such 
that it also asks the user to enter data about their mobile device (make, 
model, and phone number), which are sent to the criminals 

– later, the user receives an SMS message on her phone asking to install a 
new „security certificate”, which is in fact Zitmo 

– once installed, Zitmo intercepts and forwards SMS messages containing 
one-time codes to the criminals 
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Malware for targeted attacks 

 malware can be used in attacks targeting a given organization or set of 
individuals with the objective of 
– espionage 

» compromise of intellectual property (industrial espionage) 
» intelligence gathering relevant for politics and military 

– sabotage 
» disrupting critical computing and communication infrastructures 
» destruction of physical  infrastructures (e.g., blowing up gas pipelines, bringing down electricity 

grids, forcing the shut-down of nuclear power plants, ...)  
 

 often, infecting the computers of the target by some malware is the easiest or 
cheapest way to reach the above objectives 
– e.g.,  strong encryption on communication links makes wiretapping hard   malware can 

obtain and exfiltrate the information from a compromised device (computer, router, or 
mobile phone) before it is encrypted 

– e.g., critical infrastructures rely on industrial control equipment (embedded computers) 
that have exploitable security vulnerabilities, just like PCs or smart phones  malware can 
compromise the operation of those equipment, which may lead to disruption of services or 
physical damage  

 

 attackers behind such attacks are 
– military or state intelligence organizations (a.k.a. Advanced Persistent Threats) 
– large companies (in case of industrial espionage) 
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Example – Stuxnet 

 a computer worm first discovered in July 2010 

 designed to physically destroy uranium centrifuges in the 
Natanz enrichment facility in Iran 

 infected computers running Windows and spread by 
– infecting removable drives 

– copying itself over the network using a variety of means 

– copying itself to Step 7 projects (runs automatically when project is 
opened) 

 if not in the target environment, it did nothing 

 once inside the target environment, it reprogramed PLCs 
controlling the rotation speed of the uranium centrifuges 

 manipulation of the rotation speed led to physical damage 
– hundreds of centrifuges were destroyed 
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Stuxnet – Special features 

 very specific target (nuclear facility) 

 objective was physical destruction by logical means (sabotage) 

 worm-like spreading  thousands of infected machines 

 yet, remained uncovered for months (years?) 
– time was enough to reach its target 

– careful testing during development to avoid anomalies on infected machines 

 used multiple zero-day exploits and a digitally signed driver 
– signature was created with the possibly compromised key of a Taiwanese 

hardware manufacturer 

 used advanced privilege escalation, code injection, and rootkit 
techniques, as well as a peer-to-peer update mechanism  

 first known malware that contained also a PLC rootkit 

 required a testbed similar to the target environment 
– who has a testbed with uranium centrifuges?  

 state sponsored attackers behind 

 
Internet (in)security 56/72 



| 

 PLC devices are loaded with blocks of code and data by a 
programming device (engineering workstation running a PLC 
management software on Windows) 

 PLC block exchange between 
the programming device and 
the PLC is handled by a DLL 
(s7otbxdx.dll) 

 Stuxnet replaces this DLL 
with its own copy 
– can monitor PLC blocks being 

written to and read from the 
PLC 

– can infect a PLC by inserting 
its own blocks and replacing 
or infecting existing blocks 

– can mask the fact that a PLC is 
infected 

 

Stuxnet – PLC attack 
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Malware detection 

 signature based detection 

– uses its characterization of what is known 
to be malicious to decide the maliciousness 
of a program under inspection 

 

 anomaly based detection 

– uses its knowledge of what constitutes 
normal to decide the maliciousness of a 
program under inspection 

 

+ both approaches can be applied to the 
program code or to the program behavior 

– the signature based approach is often used 
for both code and behavior 

– the anomaly based approach is mostly 
applied for behavior features  

 Internet (in)security 

set of all behaviors 

set V of all valid 
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approximation of V 

false negatives false positives 

set of all malicious 
programs / behavior 

set of known malicious 
programs / behavior 
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New approaches to malware detection 

 traditional anti-virus products seem to be ineffective in 
detecting new malware 

 a range of new solutions, specifically designed to detect APT 
attacks, have appeared on the market 
– Cisco’s SourceFire, Checkpoint, Damballa, Fidelis XPS, FireEye, Fortinet, 

LastLine, Palo Alto’s WildFire, Trend Micro’s Deep Discovery and 
Websense 

 how good they are ??? 

 controversial test results published by NSS Labs in 2013 
– FireEye withdrew from the test, because: 

„the NSS sample set doesn’t include Unknowns, Complex Malware 
(Encoded/Encrypted Exploit Code & Payload), and APTs” 
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Out test of anti-APT tools 

 the team 
– MRG Effitas has strong experience in anti-virus testing 

– CrySyS Lab has strong experience in analysing APT attacks 

 

 

 

 

 

 

 objective 
– to implement some ideas we had for bypassing cutting-edge APT attack 

detection tools without actually being detected 

– to test if our ideas really work in practice 

– did not aim for determining exact detection rate 

 

 

+ 
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Contributions 

 we developed 4 custom samples in 2 weeks without access to 
any APT attack detection tools 
– all 4 test samples implemented RAT functionality 

» remote interactive code execution 

» file download and upload 

– remote communication via back-connect C&C communication 

» polling request interval was less than 1 minute 

– no lateral movement 

 

 we tested 5 APT attack detection solutions in Q3 2014 
– all 5 tested products are well-established in the market 

– we cannot mention vendor names 
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Results 

 one of our 4 custom samples bypassed all 5 products 

 another sample bypassed 3 products 

 only the two simplest samples have been detected by the 
tested products 
– even those triggered alarms with low severity in some cases. 

 

Internet (in)security 62/72 



| 

BAB0 
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Conclusion 
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Smart homes 
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Smart vehicles 
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Intelligent transport systems 
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Smart parking 
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How about security? 
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Research challenge 
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